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What can i do with RAG and Semantic Search

All about LLMs and Vectors

What is MongoDB Atlas

How to improve the R-Part

Q&A



Let s̓ start with a 
Demo



















What is an LLM



Large Language Model (LLM)

parameters run.c

140GB ~500 lines 
of C code

llama-2-70b

Source: Andrej Karpathy Intro: Large Language Models



Training the model is more involved
Think of it like compressing the internet

*numbers for Llama 2 70BSource: Andrej Karpathy Intro: Large Language Models



Neural Network
Predicts the next word in the sequence

Source: Andrej Karpathy Intro: Large Language Models



How does it work?

Little is known in full detail…
● Billions of parameters are dispersed through the network
● We know how to iteratively adjust them to make it better at 

prediction
● We can measure that this works, but we don’t really know how the 

billions of parameters collaborate to do it

They build and maintain some kind of knowledge 
database, but it is a bit strange and imperfect

Viral example: “reversal curse”

Q: “Who is Tom Cruise’s mother?”
A: Mary Lee Pfeiffer

Q: “Who is Mary Lee Pfeiffer’s son?”
A: I don’t know



Andrej Karpathy s̓ intro to LLMs



AI Chat Models know the world



But they donʼt know me



What if I could 
augment it with my 

data?



Well, data relevant to the 
question.

OK, but how will we know which 
data is relevant?

Which data should we give to Chat 
Models?



Database vs Search Engine
Database Search Engine

Queries ask for exact matches to a specific 
condition then perform an operation (CRUD)

What is user_ID 4810’s account balance ? 

Database returns a specific record of data 
(exact match on user_ID 4810)

“What was that movie where Harrison Ford plays an 
archaeologist?”

Queries don’t ask for a specific piece of 
data. You ask the system to look through all 
of its contents and return what it thinks is the 
most relevant to your query or search term

Search Engine returns a list of results 
based on relevance



What is a Vector?



A vector is… Vectors can…
A series of numbers, like:

● [0, 1, 2]

● [0.4, 0.3, 0.7, 0.1, 0.8]

● [0.545, 0.236, 0.567, …

● Or much longer!

● Capture meaning!

● If this sounds odd, don’t 

worry

● Many have used vectors 

already without realising



The RGB System
[0, 0, 0]

[50, 100, 100]

[228, 102, 12]

[190, 12, 228]



What is a Vector 
Embedding?



Vectors

“I listen to Beyonce”

A vector embedding is a vector that 
represents meaning

[0.030539153,
-0.035179794,
-0.037336048,

…,
 -0.013089883,
  -0.0035097762] 



They are produced by sending data through 
an embedding model

Encoder Embeddings 
VectorData



Embedding Models

Output

Input

[CLS] how are doing today [SEP]

[CLS] how are doing today [SEP]MASK

BERT masked language model

you, they, your…“you” has the highest probability



Vectors

man [0.175, 0.765, …]

woman [0.293, 0.675, …]

king  [0.106, 0.265, …]

queen [0.281, 0.435, …]

man [0.175, 0.765, …]

woman [0.293, 0.675, …]

king  [0.106, 0.265, …]

queen [0.281, 0.435, …]

When these vectors are ״near״ to each 
other, they are similar in some respects



Vectors
Data represented as vectors creates 
clusters of semantically similar data

Beyonce

Kylie

Omelette
Pizza

Kafka
MongoDB



VectorsSo we need to store and search for the 
closest vectors!

But in
 a sp

ace with
 15

36-4096 

dimensio
ns 😅

 



MongoDB

What is 
MongoDB 
Atlas?



Developer Data Platform 

Document Model & Unified API

ANALYTICSTIME 
SERIES

OLTP FULL-TEXT 
SEARCH

STREAM 
PROCESSING

VECTOR 
SEARCH

Multi-Cloud Scale, Resilience, Performance, & Security



2 million+ deployments 
40,000+ customers

MongoDB named a leader 
in The Forrester Wave™: 
Database-as-a-Service, Q2 2019



Atlas Vector Search



RAG Architecture with Atlas

Vector Embeddings 
stored and indexed

Document
Store

Index
Store

Vector
Search

Scalable Multi-cloud Secure

Atlas

Atlas 
Functions

Atlas 
Triggers

other

New or updated content



Let s̓ have a look 
at the Demo again



{
  "_id": "65b2d036cf3899722818a2bd",
  "question": "What tickets can I purchase or order online?",
  "answer": "Tickets and travelcards for Switzerland….",
  "url": "https://www.sbb.ch/en/help-and-contact/tickets/ch/tickets.html",
  "vector_embedding": [
    0.017581753,
    0.010902251,
    0.0032468897,
    -0.043244075,
    …
    -0.012707346,
    -0.033599526
  ]
}

In the database it looks like this…



…create the Vector Index

{
  "mappings": {
    "dynamic": false,
    "fields": {
      "vector_embedding": {
        "dimensions": 1536,
        "similarity": "euclidean",
        "type": "knnVector"
      }
    }
  }
}



…and query your data with Vectors

{"$vectorSearch": {
  "queryVector":[0.017581753,0.010902251,...],
     "path": "vector_embedding",
     "numCandidates": 100,
     "limit": 3,
     "index": "default"
}}



Let s̓ have a look at the prompt…

Given the following information from multiple sources, provide a short 
summary that integrates these insights, focusing on the most relevant 
findings. Each piece of information is presented with its source and 
relevance score:

${combinedContext}

Answer the key points from the above information to the following 
question: ${question}

Can you please structure your answer in markdown as an ordered or 
unordered list without direct attached source informations

Please provide a list of all sources as clickable links in an unordered 
list at the end of your answer providing the URL Name as ancor and the URL 
Source as target



One Year of MongoDB Vector Search



The Right Embedding Model





The Right Embedding Model



Use the right Similarity



Use the right Similarity

Euclidean Dot Product Cosine

cos 0



Fast Vector Updates

MongoDB Atlas

Document 
Model

Vector Search Stream 
Processing

Kafka 
Connector

Lyrics, Tags 
and Vector 
Embedding

Vector 
Indexes

Metadata ServicesConfluent

Spanish 
Input Topic

English 
Input Topic

Output 
Topic

paraphrase-spanish-
distilroberta

amazon/Titan-text-
embedings-vs

Tags extractor
en_core_news_sm

Tags extractor
es_core_news_sm

Spanish

English



Building continuously 
updating RAG 
applications



A blueprint for a RAG 
application



Filtering



Filtering
[
  {
    $vectorSearch: {
      index: "vector_index",
      path: "plot_embedding",
      filter: {
        $and: [
          {
            year: {  $gt: 1955  }
          }, 
          {
            year: {  $lt: 1975 }
          }
        ]
      },
      queryVector: [0.02,-0.02,...],
      numCandidates: 150,
      limit: 3
    }
  }
]

[
  {
    plot: "In this magical tale…",
    title: "Peter Pan",
    year: 1960,
    score: 0.9158250689506531
  },
  {
    plot: "A down-on-his-luck…",
    title: "Chitty Chitty Bang Bang",
    year: 1968,
    score: 0.9140899181365967
  },
  {
    plot: "A young man comes…",
    title: "That Man from Rio",
    year: 1964,
    score: 0.9128919839859009
  }

]



Hybrid Search



Full Text 
Search 
Index

$search

Vector 
Search 
Index

$vectorSearch

$group



Hybrid Search



MongoDB Hybrid Search Tester
Query: “Future Flying Machines”



How to Perform Hybrid 
Search



Let s̓ glimpse the future!

http://www.youtube.com/watch?v=XOXMwsq7ACs

